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With Python 3 becoming the new standard we decided 

that it would be best to port the existing code to this 

newer version.

We have reproduced the Semi Supervised 

Learning results from the paper, and we have 

gotten a pretty substantial improvement on 

the result of the paper.

From 3.33 ± 0.14 to 2.95 ± ??. There was no 

mention on how the Stdev was calculated, 

and there is no time to do a lot of runs. 

The Stdev will be updated once we have done 

more runs over the weekend.

This improvement can have various reasons 

and is something that we are discussing in 

our blog.

Bringing with it a bunch of benefits:

• Improved Legibility

• Better support in the future
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AV E R AG E  R U N T I M E S

In order to test this program we have to run 

the M1+M2 test since that is the only test that 

is semi supervised. This test takes us nearly 48 

hours to completely finish with 3000 epochs. 

We did notice that after 2500 epochs the error 

did not decrease a lot. With a “good” result 

already showing up at around 2000 epochs.

With this we will also try to improve:

• Overall Code Quality
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